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ABSTRACT: The online shortest path problem aims at computing the shortest path based on live traffic 
circumstances. This is very   important in modern car navigation systems as it helps drivers to make sensible decisions. 
To our best knowledge, there is no efficient   system/solution that can offer affordable costs at both client and server 
sides for online shortest path computation. Unfortunately, the conventional client-server architecture scales poorly with 
the number of clients. A promising approach is to let the server collect live   traffic information and then broadcast 
them over radio or wireless network. This approach has excellent scalability with the number of   clients. Thus, we 
develop a new framework called live traffic index (LTI) which enables drivers to quickly and effectively collect the 
live   traffic information on the broadcasting channel. An impressive result is that the driver can compute/update their 
shortest path result by   receiving only a small fraction of the index. Our experimental study shows that LTI is robust to 
various parameters and it offers relatively   short tune-in cost (at client side), fast query response time (at client side), 
small broadcast size (at server side), and light maintenance   time (at server side) for online shortest path problem. 
 
KEYWORDS:  LTI,Shortest path, air index, broadcasting. 

I. INTRODUCTION 
 
Shortest path computation is an important function in modern car navigation systems and has been extensively studied. 
This function helps a driver to figure out the best route from his current position to destination. Typically, the shortest 
path is computed by offline data pre-stored in the navigation systems and the weight (travel time) of the road edges is 
estimated by the road distance or historical data. Unfortunately, road traffic circumstances change over time. Without 
live traffic circumstances, the route returned by the navigation system is no longer guaranteed an accurate result. We 
demonstrate this by an example in Fig. 1. Suppose that we are driving from Lord & Taylor (label A) to Mt Vernon 
Hotel Museum (label B) in Manhattan,NY. Those old navigation systems would suggest a route based on the pre-stored 
distance information as shown in Fig. 1a. Note that this route passes through four road maintenance operations 
(indicated by maintenance  

icons) and one traffic congested road (indicated by a red line). Nowadays, several online services provide live traffic 
data (by analyzing collected data from road sensors, traffic cameras, and crowd sourcing techniques), such as Google- 
Map , Navteq , INRIX Traffic Information Provider , and TomTom NV , etc. These systems can calculate the snapshot 
shortest path queries based on current live traffic data; however, they do not report routes to drivers continuously due to 
high operating costs. Answering the shortest paths on the live traffic data can be viewed as a continuous monitoring 
problem in spatial databases, which is termed online shortest paths computation (OSP) in this work. To the best of our 
knowledge, this problem has not received much attention and the costs of answering such continuous queries vary 
hugely in different system architectures. Typical client-server architecture can be used to answer shortest path queries 
on live traffic data. In this case, the navigation system typically sends the shortest path query to the service provider 
and waits the result back from the provider (called result transmission model). However, given the rapid growth of 
mobile devices and services, this model is facing scalability limitations in terms of network bandwidth and server 
loading. According to the Cisco Visual Networking Index forecast , global mobile traffic in 2010 was 237 petabytes per 
month and it grew by 2.6-fold in 2010, nearly tripling for the third year in a row. Based on a telecommunication expert 
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, the world’s cellular networks need to provide 100 times the capacity in 2015 when compared to the networks in 2011. 
Furthermore, live traffic are updated frequently as these data can be collected by using crowd sourcing techniques (e.g., 
anonymous traffic data from Google map users on certain mobile devices). As such, huge communication cost will be 
spent on sending result paths on the this model. Obviously, the client-server architecture will soon become impractical 
in dealing with massive live traffic in near future. Ku et al.  raise the same concern in their work which processes 
spatial queries in wireless broadcast environments based on Euclidean distance metric. Malviya et al. developed a 
client-server system for continuous monitoring of registered shortest path queries. For each registered query (s, t), the 
server first pre-computes K different candidate paths from s to t. Then, the server periodically updates the travel times 
on these K paths based on the latest traffic, and reports the current best path to the corresponding user. Since this 
system adopts the client-server architecture, it cannot scale well with a large number of users, as discussed above. In 
addition, the reported paths are approximate results and the system does not provide any accuracy guarantee. The main 
challenge on answering live shortest paths is scalability, in terms of the number of clients and the amount of live traffic 
updates. A new and promising solution to the shortest path computation is to broadcast an air index over the wireless 
network (called index transmission model) . The main advantages of this model are that the network overhead is 
independent of the number of clients and every client only downloads a portion of the entire road map according to the 
index information. For instance, the proposed index in  constitutes a set of pairwise minimum and maximum traveling 
costs between every two subpartitions of the road map. However, these methods only solve the scalability issue for the 
number of clients but not for the amount of live traffic updates. As reported in , the re-computation time of the index 
takes 2 hours for the San Francisco (CA) road map. It is prohibitively expensive to update the index for OSP, in order 
to keep up with live traffic circumstances. The rest of the paper is organized as follows. We first introduce four main 
performance factors for evaluating OSP and overview the state-of-the-art shortest path computation methods in Section 
. The system overview and objectives of our live traffic index are introduced in Section The LTI construction, LTI 
transmission, and LTI maintenance are subsequently discussed. We summarize our complete framework in Section 7 
and evaluate LTI thoroughly in Section Finally, our work is concluded . 

II. RELATED WORK 

 Under the raw transmission model, the traffic data (i.e.,  edge weights) are broadcasted by a set of packets for 
each  broadcast cycle. Each header stores the latest time stamp of  the packets, so that clients can decide which packets 
have  been updated, and only fetch those updated packets in the  current broadcast cycle. Having downloaded the raw 
traffic  data from the broadcast channel, the following methods  either directly calculate the shortest path or efficiently 
maintain  certain data structure for the shortest path computation.  Uninformed search (e.g., Dijkstra’s algorithm) 
traverses  graph nodes in ascending order of their distances from the  source s, and eventually discovers the shortest 
path to  the destination t. Bi-directional search (BD) reduces the  search space by executing Dijkstra’s algorithm 
simultaneously  forwards from s and backwards from t. As to be  discussed shortly, bi-directional search can also be 
applied  on some advanced index structures. However, the response time is relatively high and the clients may receive 
large amount of irrelevant updates due to the transmission model.  Goal directed approaches search towards the target 
by filtering out the edges that cannot possibly belong to the shortest path. The filtering procedure requires some pre-
computed   information. ALT  and arc flags (AF) are two representative  algorithms in this category.  ALT makes use of 
search, landmarks, and triangle in equality . A few landmark nodes are selected and the distances between each 
landmark and every node are pre-computed. These pre-computed distances can be exploited to derive distance bounds 
for A_ search on the graph. Delling and Wagner proposes a lazy update paradigm for ALT (DALT) so that it can 
tolerate certain extents of edge weights changes on a dynamic graph. The distance bounds derived from the pre-
computed information remain correct if no edge weight becomes lower than the initial weight used at the ALT 
construction. This lazy update paradigm significantly reduces the index maintenance cost.   

III. EXISTING SYSTEM 
 
 Nowadays, several online services provide live traffic data (by analyzing collected data from road sensors, 
traffic cameras, and crowd sourcing techniques), such as Google-Map , Navteq , INRIX Traffic Information Provider , 
and TomTom NV , etc. These systems can calculate the snapshot shortest path queries based on current live raffic data; 
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however, they do not report routes to drivers continuously due to high operating costs. Answering the shortest paths on 
the live traffic data can be viewed as a continuous monitoring problem in spatial databases, which is termed online 
shortest paths computation (OSP) in this work. To the best of our knowledge, this problem has not received much 
attention and the costs of answering such continuous queries vary hugely in different system architectures. Typical 
client-server architecture can be used to answer shortest path queries on live traffic data. Scalability limitations in terms 
of network bandwidth and server loading. Online Shortest Paths computation is not much attention. 

IV. PROPOSED SYSTEM 
 
Under the raw transmission model, the traffic data (i.e.,  edge weights) are broadcasted by a set of packets for each  
broadcast cycle. Each header stores the latest time stamp of  the packets, so that clients can decide which packets have  
been updated, and only fetch those updated packets in the  current broadcast cycle. Having downloaded the raw traffic  
data from the broadcast channel, the following methods  either directly calculate the shortest path or efficiently 
maintain  certain data structure for the shortest path computation.  Uninformed search (e.g., Dijkstra’s algorithm) 
traverses  graph nodes in ascending order of their distances from the  source s, and eventually discovers the shortest 
path to  the destination t. Bi-directional search (BD)  reduces the  search space by executing Dijkstra’s algorithm 
simultaneously  forwards from s and backwards from t. As to be  discussed shortly, bi-directional search can also be 
applied  on some advanced index structures. However, the response  time is relatively high and the clients may receive 
large  amount of irrelevant updates due to the transmission  model.  Goal directed approaches search towards the target 
by filtering  out the edges that cannot possibly belong to the shortest  path. The filtering procedure requires some pre-
computed information. ALT  and arc flags (AF) are two representative  algorithms in this category.  ALT makes use of 
A_ search, landmarks, and triangle in equality. A few landmark nodes are selected and the distances between each 
landmark and every node are pre-computed. These pre-computed distances can be  exploited to derive distance bounds 
for A_ search on  the graph. Delling and Wagner proposes a lazy  update paradigm for ALT (DALT) so that it can 
tolerate  certain extents of edge weights changes on a dynamic  graph. The distance bounds derived from the pre-
computed information remain correct if no edge weight  becomes lower than the initial weight used at the ALT  
construction. This lazy update paradigm significantly reduces the index maintenance cost.  

              

  

 

 

 

 

 

 

 

Fig1. LTI System Overview. 

ADVANTAGES OF PROPOSED SYSTEM 
 The main challenge on answering live shortest paths is scalability, in terms of the number of clients and the 
amount of live traffic updates. A new and promising solution to the shortest path computation is to broadcast an air 
index over the wireless network (called index transmission model). The main advantages of this model are that the 
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network overhead is independent of the number of clients and every client only downloads a portion of the entire road 
map according to the index information. 

V. ALGORITHMS 
 
Stochastic Based Index Construction: 
The graph partitioning framework only returns a binary tree index Ibi that is constructed based on Cheeger cut 
sequences. However, Ibi  only fulfills the first two objectives (i.e., minimizing the  overhead jDSGi j subject to g). 
Intuitively, the size of search graphs Gq is highly relevant to the index hierarchical structure. As a motivating example, 
the number of relevant entries of qðb; dÞ is reduced from 9 to 8 if we remove one index node from the index tree .The 
new index and the relevant entries are  illustrated . Given the size of leaf entries g, minimizing the size of search graph 
can be viewed as a problem of finding the  best hierarchical index structure for potential queries.  Finding the optimal 
hierarchical structure is challenging since (1) the performance of an index cannot be easily estimated (which should be 
estimated by a query workload Q or a universal query set U) and (2) the index statistics(e.g., shortcuts) are changed on 
different index  hierarchical structures (which is necessarily recalculated  based on the structure). This problem is 
similar to those combinatorial optimization problems (e.g., hierarchical clustering ) that groups data into a set of 
hierarchical  partitions such that the objective function is optimized.  Typically, these combinatorial problems are 
solved by  approximate solutions under reasonable response time.  Thus, we propose a top-down approach that greedily  
decides the structure based on a stochastic estimation.  

 Client Algorithm 
Present our complete LTI framework, which integrates all techniques been discussed. A client can invoke Algorithm 2 
in order to find the shortest path from a source s to a destination t. First, the client generates a search graph Gq based on 
s (i.e., current location) and d. When the client tunes-in the broadcast channel, it keeps listening until it discovers a 
header segment .After reading the header segment, it decides the necessary segments (to be read) for computing the 
shortest path. These issues are addressed .The client then wait for those segments, read them, and update the weight of 
Gq. Subsequently, Gq is used to compute the shortest path in the client machine locally. Note that Algorithm is kept 
running in order to provide online shortest path until the client reaches to the destination.  

 Service Algorithm  
The first step is   devoted to construct the live traffic index; they are offline   tasks to be executed once only. The 
service provider builds   the live traffic index by partitioning the graph G into a set of  subgraphs fSGig such that they 
are ready for broadcasting.   We develop an effective graph partitioning algorithm for   minimizing the total size of 
subgraphs and study a   combinatorial optimization for reducing the search space of   shortest path queries . In each 
broadcasting   cycle, the server first collects live traffic updates from the   traffic provider, updates the subgraphs fSGig 
, and eventually broadcasts them. 

 

              

 

 

 

 

Fig 2 Varying Number Of Partitions, 
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VI. IMPLEMENTATION 
LTI Overview 

A road network monitoring system typically consists of a service provider, a large number of mobile clients (e.g.,  
vehicles), and a traffic provider (e.g., GoogleMap, NAVTEQ,  INRIX, etc.). Fig. 3 shows an architectural overview of  
this system in the context of our live traffic index framework.  The traffic provider collects the live traffic 
circumstances from the traffic monitors via techniques like road sensors and traffic video analysis. The service provider 
periodically receives live traffic updates from the traffic provider and broadcasts the live traffic index on radio or 
wireless network (e.g., 3G, LTE, Mobile WiMAX, etc.).  When a mobile client wishes to compute and monitor a 
shortest path, it listens to the live traffic index and reads the relevant portion of the index for computing the shortest 
path.  In this work, we focus on handling traffic updates but not graph structure updates. For real road networks, it is 
infrequent to have graph structure updates (i.e., construction of a new road) when compared to edge weight updates 
(i.e.,  live traffic circumstances). Thus, we assume that the graph structures are distributed to every client in advance 
(e.g., by monthly updates or at system boot-up) via typical transmission protocol (i.e., HTTP and FTP).  In Fig. 4, we 
illustrate the components and system flow in our LTI framework. The components shaded by gray color are the core of 
LTI. In order to provide live traffic information, the server maintains (component a) and broadcasts (component b) the 
index according to the up-to-date traffic circumstances. In order to compute the online shortest path, a client listens to 
the live traffic index, reads the relevant portions of the index (component c), and computes the shortest path 
(component d).   

 

 

 

 

 

 

 

 

 

Fig 3 LTI Overview 

VII. RESULT ANALYSIS 

We demonstrate how the methods perform at service    provider. Fig the broadcast size and maintenance    time of the 
methods by varying d, s, b, and v. For all testings, LTI is superior to CH in terms of maintenance time    but produces 
around 40 percent more packets than CH. 
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Fig 4 Result graph 

A more promising result is that the maintenance time of LTI is    no longer sensitive to the update ratio when d > 20%. 
This    is because most of BSPTs are necessarily updated when the    update ratio is around 20 percent. The subsequent 
updates    (> 20%) are more likely some incremental work in updating    the BSPTs (i.e., traversing few more edges by 
the Dijkstra    like algorithm) so that it becomes less sensitive to d. To    express the comparison in absolute terms, we 
show the time it takes to broadcast over a 1.92 Mbps (WCDMA) and a    14 Mbps (HSDPA) channel in Table 5, which 
are typical    transmission rates in 3G networks and 3.5G networks. LTI    takes 11.6 and 3.32 s to complete 
maintenance and broadcast    cycle at WCDMA and HSDPA, respectively; while CH    takes 12.25 and 6.35 s to 
complete the same cycle, respectively.    In addition, DALT and CH require the clients to    tune-in the broadcast 
channel for 5 and 0.7 s over    WCDMA and HSDPA, respectively, which significantly    affects the number of 
simultaneous services in the wireless    broadcast environments. Although DALT does not bother    any maintenance 
cost at service provider, the tune-in cost    and response time of DALT makes it infeasible on the live    traffic 
circumstance.     

VIII. CONCLUSION AND FUTURE WORK 
 
 In this paper we studied online shortest path computation;   the shortest path result is computed/updated based 
on the   live traffic circumstances. We carefully analyze the existing   work and discuss their inapplicability to the 
problem (due   to their prohibitive maintenance time and large transmission   overhead). To address the problem, we 
suggest a   promising architecture that broadcasts the index on the air.   We first identify an important feature of the 
hierarchical   index structure which enables us to compute shortest path   on a small portion of index. This important 
feature is thoroughly   used in our solution, LTI. Our experiments confirm   that LTI is a Pareto optimal solution in 
terms of four performance   factors for online shortest path computation.   In the future, we will extend our solution on 
time dependent   networks. This is a very interesting topic since the decision   of a shortest path depends not only on 
current traffic   data but also based on the predicted traffic circumstances. 
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